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Learning objectives

• Learn how LLM agent systems resemble a 
modern OS

• Understand how MemGPT’s extended, editable 
context works
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What is an Operating System (OS)?
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What is an Operating System (OS)?

• OS manages resources
• Memory, CPU, storage, network

• Data (file systems, I/O)

• Provides low-level abstractions to applications
• Files

• Processes, threads

• Virtual machines (VMs), containers

• …
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OS abstracts away low-level details
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System call interfaces
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OS abstracts away low-level details
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Virtualizing memory

• The physical memory is an array of bytes

• A program keeps (most of) its data in memory
• Read memory (load): Access an address to fetch the 

data

• Write memory (store): Store the data to a given 
address

• Virtual memory spanning {RAM + disk}
• A virtual memory address is made up (by 

OS+hardware)

• All memory addresses seen by human and user apps 
are virtual
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Virtual memory management
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Virtual memory management

Y. Cheng UVA DS5110 Spring '25 11

Virtual memory

Physical memory

Disk

User accesses 

virtual memory 
page 2

This memory page 

resides in computer’s 
physical memory (RAM)



Virtual memory management

Y. Cheng UVA DS5110 Spring '25 12

Virtual memory

Physical memory

Disk

1. User accesses 

virtual memory 
page 10

The requested page 

resides in computer’s 
storage (disk)



Virtual memory management
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Virtual memory management
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Virtual memory management

Y. Cheng UVA DS5110 Spring '25 15

Virtual memory

Physical memory

Disk

The requested page is 

fetched to RAM, with a 
copy still residing on 

disk

4. The disk page is read 

into RAM – called 
paging in

5. Virtual page 10 to 

physical page 6 
mapping gets updated

1. User accesses 

virtual memory 
page 10



Virtual memory management
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LLMs as Operating Systems (LLM OS)
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* Andrej Karpathy. Intro to LLMs.



Pain points of long context

• LLMs’ context window size is limited (though 
newest LLMs have dramatically increased this 
limit)
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Model Open-source? Token limit

Llama-2 4096

Llama-3 4096

GPT-3.5-turbo 16385

GPT-4o 128000

Claude3.5-Sonnet 200000

Claude3.7-Sonnet 128000



Pain points of long context

• Long context easily loses focus
• generates irrelevant and redundant information 

• “lost in the middle”
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* Liu et. al. Lost in the Middle: How Language Models Use Long Contexts



MemGPT
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MemGPT
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MemGPT workflow
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MemGPT demo

Y. Cheng UVA DS5110 Spring '25 23


	Slide 1: LLMs as  Operating Systems
	Slide 2: Learning objectives
	Slide 3: What is an Operating System (OS)?
	Slide 4: What is an Operating System (OS)?
	Slide 5: OS abstracts away low-level details
	Slide 6: OS abstracts away low-level details
	Slide 7
	Slide 8: OS abstracts away low-level details
	Slide 9: Virtualizing memory
	Slide 10: Virtual memory management
	Slide 11: Virtual memory management
	Slide 12: Virtual memory management
	Slide 13: Virtual memory management
	Slide 14: Virtual memory management
	Slide 15: Virtual memory management
	Slide 16: Virtual memory management
	Slide 17: LLMs as Operating Systems (LLM OS)
	Slide 18: Pain points of long context
	Slide 19: Pain points of long context
	Slide 20: MemGPT
	Slide 21: MemGPT
	Slide 22: MemGPT workflow
	Slide 23: MemGPT demo

