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Learning objectives

* Learn how LLM agent systems resemble a
modern OS

o Understand how MemGPT’s extended, editable
context works



What is an Operating System (0S)?



What is an Operating System (0S)?

* OS manages resources
* Memory, CPU, storage, network
 Data (file systems, 1/O)

* Provides low-level abstractions to applications
* Files
* Processes, threads
* Virtual machines (VMs), containers



OS abstraqts away low-level details




0S abstracts away low-level details
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Virtualizing memory

* The physical memory is an array of bytes

* A program keeps (most of) its data in memory

« Read memory (load): Access an address to fetch the
data

« Write memory (store): Store the data to a given
address

* Virtual memory spanning {RAM + disk}

* A virtual memory address is made up (by
OS+hardware)

« All memory addresses seen by human and user apps
are virtual



Virtual memory management

Virtual pages
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Virtual memory management

Virtual memo
User accesses y

virtual memory

page 2 o

Physical memory

This memory page
I resides in computer’s
physical memory (RAM)
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Virtual memory management

Virtual memory
Physical memory

1. User accesses
virtual memory
page 10

\’_

The requested page
resides in computer’s
storage (disk)

Disk
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Virtual memory management

Virtual memory
Physical memory

1. User accesses
virtual memory
page 10

2. OS picks a victim
B physical memory page 6

for eviction — called
l paging out

The requested page
resides in computer’s
storage (disk)
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Virtual memory management

Virtual memory
Physical memory

1. User accesses
virtual memory
page 10

3. This physical memory
frame (in slot 6) is
vacant

\’_

The requested page
resides in computer’s
storage (disk)

Disk
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Virtual memory management

Virtual memory
Physical memory

1. User accesses
virtual memory
page 10

4. The disk page is read
— into RAM — called

pagingin

\’_

5. Virtual page 10 to
physical page 6
mapping gets updated

The requested page is
fetched to RAM, with a
copy still residing on
disk

Disk
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Virtual memory management

Virtual memory
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Virtual memory creates an illusion of a virtually infinite memory
space to expand the physical memory capacity
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LLMs as Operating Systems (LLM 0S)

LLM OS
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An LLM in a few years: It can read and generate text
It has more knowledge than any single human about all subjects
It can browse the internet
It can use the existing software infrastructure (calculator, Python, mouse/keyboard)
It can see and generate images and video
It can hear and speak, and generate music
It can think for a long time using a System 2
It can “self-improve” in domains that offer a reward function
It can be customized and finetuned for specific tasks, many versions exist in app stores
It can communicate with other LLMs

* Andrej Karpathy. Intro to LLMs.
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Pain points of long context

* LLMSs’ context window size is limited (though
newest LLMs have dramatically increased this

limit)
Llama-2 4096
Llama-3 4096
GPT-3.5-turbo =4 16385
GPT-40 X 128000
Claude3.5-Sonnet & 200000
Claude3.7-Sonnet & 128000
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Pain points of long context

* Long context easily loses focus
« generates irrelevant and redundant information
* “lost in the middle”
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&= gpt-3.5-turbo-0613
= = gpt-3.5-turbo-0613 (closed-book)
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MemGPT

Virtual context memory 0 Tier 1 context
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MemGPT r User prompts + outputs

Virtual context memory * Tier 1 context ~

System prompt
—  Core memory
/ Chat messages
MemGPT creates an illusion of a virtually infinite context window
to overcome LLMSs’ limitation on context length

Recall memory
(message history)

—_

\

— Archival memory
(general purpose)
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context

Tier 1

Tier 2 context

MemGPT workflow

LLM Finite Context Window (e.g. 8k tokens)

A

Prompt Tokens Completion Tokens

Read-Only (static) Read-Write Read-Write
MemGPT System Prompt Write via Functions Write via Queue Manager

Tt 1

Archival Storage Function Executor H Queue Manager

Read via Functions Read via Functions
Write via Functions Write via Queue Manager

Recall Storage

Recall storage stores
summarized context of
archival

Functions are tools
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MemGPT demo



	Slide 1: LLMs as  Operating Systems
	Slide 2: Learning objectives
	Slide 3: What is an Operating System (OS)?
	Slide 4: What is an Operating System (OS)?
	Slide 5: OS abstracts away low-level details
	Slide 6: OS abstracts away low-level details
	Slide 7
	Slide 8: OS abstracts away low-level details
	Slide 9: Virtualizing memory
	Slide 10: Virtual memory management
	Slide 11: Virtual memory management
	Slide 12: Virtual memory management
	Slide 13: Virtual memory management
	Slide 14: Virtual memory management
	Slide 15: Virtual memory management
	Slide 16: Virtual memory management
	Slide 17: LLMs as Operating Systems (LLM OS)
	Slide 18: Pain points of long context
	Slide 19: Pain points of long context
	Slide 20: MemGPT
	Slide 21: MemGPT
	Slide 22: MemGPT workflow
	Slide 23: MemGPT demo

