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Workload co-location
• Run all workloads on one datacenter 

• Latency-sensitive, long-running, online workloads (higher priority) 

• Short-lived, offline, batch job workloads 

• Improved utilization and elasticity 
• Fill batch jobs into resource “gaps” that are not used by interactive workloads 

• Evict batch jobs if interactive workload demand spikes
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Water:
Short-lived, offline 

batch jobs

Workload co-location
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Sand & rocks: 
Long-running, online 

services

Glass jar:
Cluster resources

• Run all workloads on one datacenter 
• Latency-sensitive, long-running, online workloads (higher priority) 

• Short-lived, offline, batch job workloads 

• Improved utilization and elasticity 
• Fill batch jobs into resource “gaps” that are not used by interactive workloads 

• Evict batch jobs if interactive workload demand spikes
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Workload co-location
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Google’s Borg [EuroSys’15] Google trace analysis [SoCC’12]

Co-located workload patterns 
remain a mystery

• Run all workloads on one datacenter 
• Latency-sensitive, long-running, online workloads (higher priority) 

• Short-lived, offline, batch job workloads 

• Improved utilization and elasticity 
• Fill batch jobs into resource “gaps” that are not used by interactive workloads 

• Evict batch jobs if interactive workload demand spikes



The Alibaba trace
Released Aug 2017

•     The data is provided to address the 
challenges Alibaba face in IDCS where online 
services and batch jobs are co-allocated …
• Two general types of workloads sharing a 

production cluster of 1.3k machines for 24 hours 
• Containerized interactive services (e.g., Email, DBs) 
• Batch jobs (DAG of tasks, e.g., MapReduce/Spark) 
• Ran on separate clusters before 2015
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Alibaba’s cluster management systems
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Sigma FuxiLevel0
manager

Shared datacenter infrastructure



Overall resource utilization
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Sigma FuxiLevel0
manager

Shared datacenter infrastructure



Average machine utilization
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Average machine utilization
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> 80% time running b/w 
10-30% CPU usage
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> 80% time running b/w 
10-30% CPU usage

> 50% memory usage  
for over 55% time

Memory tends to be of higher demands with 
over half capacity consumed over half the time



Overall cluster usage
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CPU usage Memory usage



Overall cluster usage heatmap
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CPU usage Memory usage

Medium usage for  
the 1st 4 hours

> 50% for  
majority of time



Long-running, containerized, online 
workloads
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Sigma FuxiLevel0
manager

Shared datacenter infrastructure



Long-running, online workload:
Reserved resources vs. actual usage
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Long-running, online workload:
Reserved resources vs. actual usage
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Resource reservation pattern clearly visible



Long-running, online workload:
Reserved resources vs. actual usage
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Temporal dynamicity is not significant for half the containers



Long-running, online workload:
Reserved resources vs. actual usage

22

Temporal dynamicity is not significant for half the containers

Memory usage is more stable, and 
a small fraction of containerized jobs overcommit memory



Transient, batch processing workloads
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Sigma FuxiLevel0
manager

Shared datacenter infrastructure



24

Straggler issues
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Straggler issues still persist

Straggler_ratioTaskN = 
Maxmakespan/Minmakespan
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Straggler issues still persist

Straggler_ratioTaskN = 
Maxmakespan/Minmakespan

7% of tasks have a straggler 
ratio of >5X
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Straggler issues still persist

Starvation_delayTaskN = 
Tlatest - Tearliest
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Straggler issues still persist

Starvation_delayTaskN = 
Tlatest - Tearliest

4% of tasks have a starvation 
delay of longer than 100 seconds



Transient, batch processing workloads:
Requested resource vs. average usage
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CPU Memory
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CPU Memory

60% tasks use more 
CPU then requested

80% tasks use more
memory than requested
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CPU Memory

60% tasks use more 
CPU then requested

80% tasks use more
memory than requested

Batch jobs elastically overcommit resources reserved but 
not yet consumed by containerized online services



Straggler examples
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Straggler examples
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The start of a task’s makespan

The end of a task’s makespan
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The start of a task’s makespan

The end of a task’s makespan

Straggler 1 Straggler 2



Straggler examples
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The start of a task’s makespan

The end of a task’s makespan

T2932 depends on T2943 
T2943 depends on T2933 
T2933 waits for all tasks in that 
waive to complete 
T2938 marks the completion of 
the wave

Straggler 1 Straggler 2



Takeaways
Alibaba’s co-located workloads tend to be more 
memory-demanding

• Cluster spends over 80% time w/ 10-30% CPU usage

Long-running containerized jobs are mostly idle

Straggler issues in batch processing workloads, 
while being studied for decades, still persist
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Backup slides
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Overall cluster usage heatmap
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CPU usage Memory usage

Medium usage for 
the 1st 4 hours

> 50% for 
majority of timeMemory tends to be of higher demands with 

over half capacity consumed over half the time



Long-running, containerized workload:
Reserved resources vs. actual usage
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Most long-running containerized jobs are not resource dynamic



Transient, batch processing workloads
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Sigma FuxiLevel0
manager

Shared cluster



Cluster regions
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CPU usage Memory usage

Buffer region with no containers deployed



Cluster regions
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CPU usage Memory usage

Cluster region with co-located workloads



Resource usage at different cluster 
regions
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Workload co-location
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Sigma FuxiLevel0
manager

Shared cluster



Distribution of containers across the 
cluster
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Buffer region with no containers deployed

Cluster regions
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Buffer region with no containers deployed

Cluster regions
Cluster regions with co-located workloads



Resource usage at different regions
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Resource usage at different regions
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Resource usage at different regions
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The batch only region has potential to improve its resource 
utilization by accommodating more batch jobs in there


