
Introduction
CS 675: Distributed Systems (Spring 2020)

Lecture 1

Yue Cheng

Some material taken/derived from: 
• Princeton COS-418 materials created by Michael Freedman and Wyatt Lloyd.
• MIT 6.824 by Robert Morris, Frans Kaashoek, and Nickolai Zeldovich.
• Utah CS6450 by Ryan Stutsman.
Licensed for use under a Creative Commons Attribution-NonCommercial-ShareAlike 3.0 Unported License.



Distributed systems: What?

• Multiple cooperating computers
• Connected by a network

• Doing something together

• Storage for big websites, MapReduce, etc.

• Lots of critical infrastructure is distributed
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Distributed systems: Why?

• Or, why not 1 computer to rule them all?

• To organize physically separate entities
• To tolerate faults via replication
• To scale up throughput via parallel 

CPUs/mem/disk/net
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Google
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A Google Datacenter in Hamina, Finland
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Facebook
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Microsoft’s Datacenter to be deployed on 
the seafloor



Goals of “distributed systems”
• Service with higher-level abstractions/interface
• E.g., file system, database, key-value store, 

programming model, … 

• High complexity
• Scalable (scale-out)
• Reliable (fault-tolerant)
• Well-defined semantics (consistent)

• Do “heavy lifting” so app developer doesn’t need 
to 
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Distributed systems: Where?
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Distributed systems: Where?
• Web search (e.g., Google, Bing)

• Shopping (e.g,. Amazon, Walmart)

• File sync (e.g., Dropbox, iCloud)

• Social networks (e.g,. Facebook, TikTok)

• Music (e.g., Spotify, Apple Music)

• Ride sharing (e.g., Uber, Lyft)

• Video (e.g., Youtube, Netflix)
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Why take this course?

• Interesting – hard problems, powerful solutions

• Used by real systems – driven by the rise of big 
websites (e.g., Amazon, Facebook)

• Active research area – lots of progress + big 
unsolved problems

• Hands-on – you’ll build serious systems in the 
labs
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Dropbox

• A data sync startup founded back in 2008
• Became popular so quickly 
• Latest number of users: 500+ Million
• Overall amount of data stored: 500 PB

• Initially stored all data on public clouds (AWS)
• Seriously considered to move data out of AWS
• Cloud vendor lock-in
• Egress costs

• Now still parts of its data services sit on AWS
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Facebook web queries
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1. User clicks on a link



Facebook web queries
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1. User clicks on a link 2. Browser sends requests to 
FB’s frontend web servers



Facebook web queries
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1. User clicks on a link 2. Browser sends requests to 
FB’s frontend web servers

3. Web servers convert 
requests to:
• Database queries
• Memcache queries



Facebook web queries
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3. Web servers convert 
requests to:
• Database queries
• Memcache queries

Our focus: To learn how backend distributed 
systems manage physically separate resources
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But how do we program this?



With the help of distributed systems
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Applications
Web 
apps

Data 
processing

Data 
storage

Emerging 
apps?

Resource management
Compute 
resources

Memory 
resources

Storage 
resources

Network 
resources

Datacenter infrastructure



Exciting time in distributed systems 
research
Moore’s law ending à many challenges

Y. Cheng GMU CS675 Spring 2020 19



Datacenter evolution

• Facebook’s daily logs: 60 TB

• Google web index: 10+ PB
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Datacenter evolution

• Facebook’s daily logs: 60 TB

• Google web index: 10+ PB
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Increased complexity – Computation 
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Software

CPU



Increased complexity – Computation 
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Software

CPU

Software

CPU
+

SGX



Increased complexity – Computation 
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Software

CPU

Software

CPU GPU FPGA ASIC+
SGX



Increased complexity – Memory 
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L1/L2 cache

L3 cache

Main memory

NAND SSD

Fast HDD

~1 ns

~10 ns

~100 ns / ~80 GB/s / ~100GB

~100 usec / ~10 GB/s / ~1 TB

~10 msec / ~100 MB/s / ~10 TB

2015



Increased complexity – Memory 
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L1/L2 cache

L3 cache

Main memory

NAND SSD

Fast HDD

~1 ns

~10 ns

~100 ns / ~80 GB/s / ~100GB

~100 usec / ~10 GB/s / ~1 TB

~10 msec / ~100 MB/s / ~10 TB

2015

~10 msec / ~100 MB/s / ~100 TB

L1/L2 cache

L3 cache

Main memory

NAND SSD

Fast HDD

~1 ns

~10 ns

~100 ns / ~80 GB/s / ~100GB

~100 usec / ~10 GB/s / ~10 TB

HBM ~10 ns / ~1TB/s / ~10GB

NVM (Intel 
Optane DC)

~1 usec / ~10GB/s / ~1TB

2020



Increased complexity – more and 
more choices
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Microsoft AZURE

Basic tier: A0, A1, A2, A3, A4
Optimized Compute : D1, D2, 
D3, D4, D11, D12, D13
D1v2, D2v2, D3v2, D11v2,…
Latest CPUs: G1, G2, G3, …
Network Optimized: A8, A9
Compute Intensive: A10, A11,…

Amazon 
EC2

t2.nano, t2.micro, t2.small
m4.large, m4.xlarge, m4.2xlarge, 
m4.4xlarge, m3.medium, 
c4.large, c4.xlarge, c4.2xlarge,
c3.large, c3.xlarge, c3.4xlarge,
r3.large, r3.xlarge, r3.4xlarge,
i2.2xlarge, i2.4xlarge, d2.xlarge 
d2.2xlarge, d2.4xlarge,…

n1-standard-1, ns1-standard-2, 
ns1-standard-4, ns1-standard-8, 
ns1-standard-16, ns1highmem-2, 
ns1-highmem-4, ns1-highmem-8, 
n1-highcpu-2, n1-highcpu-4, n1-
highcpu-8, n1-highcpu-16, n1-
highcpu-32, f1-micro, g1-small…

Google Cloud 
Engine



Increased complexity – more and 
more requirements
• Scale (physically distributed)

• Latency

• Accuracy

• Cost

• Security

• And a lot more… 
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* Jeff Dean, LADIS’09



Research results matter: NoSQL
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Research results matter: NoSQL
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Research results matter: NoSQL
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Research results matter: Paxos
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Research results matter: Paxos
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Research results matter: Paxos
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Research results matter: MapReduce
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Research results matter: MapReduce
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Course organization
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Big picture course goals

• Learn about some of the most influential works 
in distributed systems

• Learn how to read distributed systems papers

• Learn how to manage writing highly concurrent 
and non-deterministic code
• In my opinion, much harder than “just” parallel 

programming

• Get a sense of how massive scale systems “fit” 
together
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Course format: Lectures

• Some lecture + some discussion
• Slides available on course website (night before)

• First five weeks: lectures about fundamentals of 
distributed systems
• Some from textbook, but most from research papers

• After midterm (after Spring Recess): paper discussion
• 2 papers per lecture

• I introduce necessary background knowledge

• Each paper will be discussed as a case study 

• Review forms to help drive focus of lecture discussion

• Key: read required papers before lectures
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Course format: Review forms

• Goal: read and be prepared for discussion

• Review form will be posted on Piazza few days 
before lecture
• You need to fill out review form by 9am same day of 

lecture

• Review form will cover required reading with a strong 
focus on stimulating a fruitful discussion

• No late submission will be accepted

• Contact instructor for exceptions in severe 
circumstances only
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How to read a paper: GFS Example



How to read a paper: Summary
• 1st pass: Read abstract, introduction, section 

headings, conclusion
• 2nd pass: Read all sections, make notes

• Some key points (examples):
• What is the problem being considered?
• What are the main contributions? How do they 

compare to prior work?
• What workloads, setups were considered in the 

evaluation?
• What parts of the claims are adequately backed up?
• … 
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Course format: Discussion

• Your participation is very important
• As an indicator of how well you’ve prepared

• Paper review examples
• One or two sentence summary of the paper
• Description of the problem or assumptions made
• Comparison to other papers discussed in class?
• One flaw or thing that can be improved?
• Experimental setup and what the results mean?
• … 

Y. Cheng GMU CS675 Spring 2020 44



Course format: Labs
• Three individual Labs (building a simple & flexible 

serverless framework using Go)
• Lab 0: Intro to Go
• Lab 1: Serverless and RPC
• Lab 2: MapReduce atop Lab 1

• Phase 1: Implementing Map and Reduce Lambda plugins
• Phase 2: Distributing and scheduling Lambda plugin functions
• Phase 3: Adding fault tolerance support

• Lab 3 (optional – open-ended): Build a microservice app 
(e.g., Hotel reservation) by expanding on Lab 1

• Get started early on labs, especially Lab 1 and 2
• Require comfort with (Go) concurrency that takes 

awhile to acquire
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Course project
• Goal: Explore new research ideas or significant 

implementation in the area of distributed 
systems
• Define the problem
• Execute the research
• Write up and present your research

• Ideally, best projects will have the potential to:
• Become workshop/conference paper (research-

oriented)
• Contribute towards open source community 

(implementation-oriented) 
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Course project steps

• I will distribute a list of project ideas (Week of 
Feb 26)
• You can either choose one or come up with your own

• (Not mandatory) Pick your partner: a team of at 
most 2 students

• Milestones (tentative)
• Project proposal due Friday, March 20

• Project checkpoint due Friday, April 17

• Final presentation on April 29

• Final project report & src due May 6
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Calendar

• Readings, assignments, due dates

• Less concrete further out; don’t get too far 
ahead
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Course staff

• Mainly me
• Yue Cheng: yuecheng@gmu.edu
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Getting help

• Office hours
• Wednesday 2 – 3pm, Engineering 5324

• Piazza
• Good place to ask and answer questions

• About labs
• About project
• About material from lecture
• About paper reviews and discussion

• No anonymous posts or questions
• Can send private messages to instructor
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Reading materials

• Slides/lecture notes

• Papers (required or optional) also serve as 
reference for many topics that aren’t covered 
directly by a text

• (If needed) “Distributed Systems” v3.01 by van 
Steen and Tanenbaum will supply optional 
alternate explanations; will try to keep alternate 
readings up-to-date
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Grading (tentative)

• Three labs (30% total)
• THREE free late days, must tell me (instructor) using 

them
• Otherwise, late turnings are graded with 15% 

deducted each day; no credit after 3 days
• Midterm exam (10%)
• Paper review forms (10%)
• Class participation (5%)
• Final exam (10%)
• Final projects (35%)
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Assignment 0 and Lab 0

• Assignment 0 (0%): 
• Please sign-up for

• Please sign-up for Piazza

• Lab 0 (6%)
• Due Wednesday, 01/29, end of day
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Your turn… 
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